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pLg-splines are obtained as the solution of best interpolation problems where
the smoothness is measured in terms of the Lp-norm of Lf, L being a linear
differential operator. The emphasis of t):Iis paper is on the structure and charac­
terization of such splines. Special attention is paid to interpolation defined by
linear functionals with support at more than one point. Optimal extension
problems, histosplines, and continuous inequality constraints are all treated.

1. INTRODUCTION

We begin by defining the class of Lg-splines of interest in this paper.
Let - CfJ < a < b < CfJ, 1 < P < 00, and let m be a positive integer. Let

Lprn[a, b] = {IE ern-Ira, b]:prn-Il be absolutely continuous and

pm) E Lp[a, b]}. (Ll)

Let L be a linear differential operator of the form

rn
aj E ej[a, b],arn(x) eft °on [a, b],LI= I a;/(j),

o
j= O,oo.,m.

(1.2)

Suppose A is a (possibly infinite) index set, and that A = {'\"},,eA is a linearly
independent collection of bounded linear functionals on Lprn[a, b]. We
suppose A is uniformly bounded; i.e., there exists 1 :'( e < 00 such that

11,\ 11- 1'\,,/1 e
I " - sUPm -11/11m < < CfJ,

feLp ,Lp

1

all n: E A, (1.3)
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where
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m-l

IlfllLpm[a,bl = Ilpml II Lp[a,bl + I Ipil(a)l.
o

Given real numbers y~ ~ y~ for all ex E A, we define

U(A,y, y) = {IE Lpm[a, b]:y~ ~ A~f ~ y~, ex E A}. (l.4)

DEFINITION 1.1. Let Land U be as above. Then a function S E U which
satisfies

II Ls lip = inf II Lu lip
UEU

(l.5)

is called a pLg-spline interpolating U.
The terminology pLg-spline is a natural concatenation of earlier

terminology well entrenched in the literature. Lg-splines (the case p = 2)
were studied intensively in Jerome and Schumaker [17]. p-Splines were intro­
duced in Jerome and Schumaker [18].

The main purpose of this paper is to examine the structure ofpLg-splines
for rather general types of constraint sets, including, for example, linear
functionals with support over large sets (such as local integrals) as well as
continuous inequality constraints, etc. Characterizations of pLg-splines
with inequality constraints at an infinite number of points were obtained in
Mangasarian and Schumaker [21] in optimal control terms, but explicit
structural results were obtained there only for some cases involving poly­
nomial splines (the case L = Dm). Golomb [14] considered extension
problems similar to those discussed in Section 9 here for the case where
L = Dm (cf. also [18, 19]). Structural characterization of pLg-splines for a
finite number of point constraints was carried out in Jerome [16]
(cf. Theorem 7.1 here).

There has been relatively little work on splines corresponding to constraints
defined by nonpoint functionals. Two examples in the case p = 2 involving
local integrals are discussed in Anselone and Laurent [1]. Similar polynomial
splines involving matching of areas led to the development of histosplines;
see Boneva et al. [2], Schoenberg [25], and deBoor [3]. The first systematic
treatment of constraint sets involving linear functionals with nonpoint
support was carried out in the dissertation of the second-named author [5],
on which this paper is based.

We begin the paper with two sections summarizing results on existence,
uniqueness, and abstract characterization. This is followed by a section
including basic notation and some preliminary results. The main results of
this paper can be found in Sections 5-7 where we discuss the piecewise
structure, smoothness properties, and structural characterization of pLg­
splines for some fairly general classes of constraint sets of interest. Extension
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problems are treated in Section 8, and examples can be found in Section 9.
Finally, we close the paper with a section including remarks and references
to earlier work on pLg-splines.

2. EXISTENCE AND UNIQUENESS

The following existence theorem covers most cases of interest.

THEOREM 2.1. Let U =F 0 be defined by (1.4) and let anyone of the
following conditions hold:

-00 < infy~
o:EA -

A is finite,

and sup y~ < 00,
~EA

(2.1)

(2.2)

N L (\ {IE Lprn[a, b]: il~f ~ 0, ex E A} C Uo = {IE Lprn[a, b]: ilJ = 0, ex E A},
(2.3)

where NL = {IE Lprn[a, b]: II Lfllp = O}. Then there exists at least one
pLg-spline interpolating U.

Proof This theorem follows from general results in Daniel and
Schumaker [6]. In particular, we note that L p is reflexive for 1 < p < 00,

while NL is finite dimensional. I
Concerning uniqueness, we have by standard arguments:

THEOREM 2.2. Any two solutions of (1.5) differ by an element in NL •

A necessary and sufficient condition for a function s E U to be the unique
solution is that

NL (\ (U - s) = {O}.

In particular, a necessary condition for uniqueness to hold is that

When y~ = y~for all ex E A, condition (2.5) is also sufficient.

3. ABSTRACT CHARACTERIZATION

(2.4)

(2.5)

The structural and characterization results for pLg-splines in this paper
are all based on the following quasi-orthogonality characterization of
solutions of (1.5).
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all u E U.

THEOREM 3.1. A function s E U is a solution of (1.5) if and only if

rI Ls IP~l sgn(Ls)(Lu - Ls)(x) dx ? 0,
a

(3.1)

Proof There are several possible proofs of this theorem. For a proof
based on Gateaux derivatives and results on convex minimization problems,
see Jerome [16]. It can also be established by observing that

[f ]
= Jb I g(X)IP-l sgn(g)(x)f(x) dx

. , g P a Ilfll~-2

constitutes a continuous semi-inner-product on Lp[a, b] (cf. Giles [12]) and
by generalizing the characterization of best approximation from linear
subspaces in semi-inner-product spaces in Giles to a result on approximation
from convex subsets. This result can also be proved directly using the Hahn­
Banach and Riesz Representation Theorems, see Copley [5]. I

When U is a flat (i.e., a translate of a linear subspace), it is easily seen that
the quasi-orthogonality condition becomes an orthogonality condition.

(3.2)all g E Uo '

COROLLARY 3.2. Suppose that U = u -+- Uofor some u E Lpm[a, b]. Then
afunction s E U is a solution of(1.5) ifand only if

r I Ls [P-l sgn(Ls) Lg(x) dx = 0,
a

4. PRELIMINARIES

The main purpose of this paper is to convert the abstract characterization
of pLg-spline functions in Theorem 3.1 into precise structural properties.
In this section we introduce some notation and develop some tools to assist
in this task. Let! = [a, b].

To begin with, we observe that the set of all bounded linear functionals
on L;m[I] is fairly large. It contains, for example, the class

!f = 1,\: ..\f = :~: f pi> dlAj, IAj of bounded variation on I~. (4.1)

The class !f includes the so-called extended Hermite-Birkhoff (EHB)
linear functionals of the form

m-l
..\f = L Yje~j>.r,

j~O

(4.2)

where e~j) is the point-evaluator functional defined by eYlJ = f(j)(g).
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As a tool in classifying linear functionals, it will be useful to introduce
the notion of support of a linear functional. First, we recall that the support
set of a functionfis defined as the closure of{x E I: f(x) 7'= O}. If.\ is a linear
functional defined on Lpm[I], we say that .\ vanishes on an open set °C I
provided V = 0 for all functions fE Lpm[I] with support in O. We define
the support of.\ as the complement of the largest open set on which .\ vanishes.
It follows that supp(.\) is a closed set, and that iffE Lpm[I] is identically zero
on an open set containing supp(.\), then V = O.

We shall need several spaces of infinitely differentiable functions. We write
CroCe, d) for the linear space of all infinitely differentiable functions on (e, d).
It will be useful to introduce the following subspaces:

and

9/,)(e, d) = {IE croCe, d):f(i)(e) = 0, i = 0, I, ,j},

C/,)(e, d) = {IE croCe, d):fli)(d) = 0, i = 0, l, ,j},

(4.3)

(4.4)

cjro(e, d) = {IE Cro(c, d): f<il(C) = f(i)(d) = 0, i = O, ... ,j}. (4.5)

We note that the lower (upper) bar means that the functions vanish at the
lower (upper) endpoint up to the jth derivative.

In the following two lemmas we collect a number of facts concerning these
spaces which will be of value later. These results follow from various facts
about distributions, but for the reader's convenience, we give elementary
direct proofs in Section 10.

LEMMA 4.1. Suppose that fE LAc, d], some I < p < 00, and that

ff(x) <p(x) dx = ° for all <p E cro(c, d). (4.6)

Then f(x) = 0 for almost all x E (e, d). Iffor some m > 0,

r f(x) <p<m)(x) dx = °
c

for all <p E 9:-1(C, d), (4.7)

then f(x) = °a.e. on (c, d). The same result holds if the orthogonality in
(4.7) is assumedfor all <p E C:~l(e, d). Finally, iffor some m > 0,

r f(x) <p<m)(x) dx = °
c

for all <p E C:_1(e, d), (4.8)

then there exists a polynomial PI E {fJm = {space of polynomials of degree
at most m - I} such thatf = PI a.e. on (e, d).
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It will also be useful to have a version of this lemma for more general
differential operators. Suppose M is a fLth-order linear differential operator
of the form

"M = I bjDi, b,.(x) =1= 0, X E I
i~O

The formal adjoint of M is defined by

and bj E L1i[c, d], j = 0, ... , fL.
(4.9)

"M*rp = L: (-I)i Di(bjrp).
i~O

(4.10)

LEMMA 4.2. Suppose M is a fLth-order linear differential operator as in (4.9),
and suppose that fE Lp[I], some 1 < p < 00, is such that

r f(x) Mrp(x) dx = °
c

for all rp E C::'_l(C, d). (4.11)

Then there exists a function 81 E NM* such that f = 01 a.e. on (c, d).

We conclude this section with the promised lemma on linear functionals
with single-point support sets.

LEMMA 4.3. Let,\ be a bounded linear functional on Lpm[I] with support
at a single point gE 1. Then ,\ = L;-l Yie~i); i.e., ,\ is an EHB-linearfunctional.

Proof Let {Yi}:;,-l be chosen so that X = ,\ - L;-l Yie~i) annihilates the
space g;m • Then by the definition of the Sobolev norm, if PI E g;m is chosen
so that U - PI)(j)(a) = 0, j = 0, 1,... , m - 1, then

IV I = IXu - PI) I ~ II X1IIIf - PI IILp
m

= II XII . IIU - PI)(m) lip = II X1lllpm) lip.

We conclude that X is bounded with respect to the semi-norm /I pm) /lp on
Lpm[I]. By the generalizedPeano theorem ofSard [24], there exists fx E Lqm[I],
lip + Ilq = I, such that

V = f fx(x) pml(x) dx,
a

Since supp(X) = {g}, it follows that

°= Xrp = r fx(x) rp(ml(x) dx,
c
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Lemma 4.1 implies that ifi;; = °a.e. on (a, g) u (g, b), and we conclude that
X= 0, proving the lemma. I

5. PIECEWISE STRUCTURE

In this section we establish several theorems useful for determining the
structure ofpLg-splines on subintervals of I. The goal is to be able to partition
I into subintervals so that the specific form of each component piece of the
spline on each subinterval can be determined.

Our first result identifies the behavior of a pLg-spline s on an open interval
J where none of the linear functionals in A have support, or if some do,
the constraints are not active. It will be useful to introduce the notation

A(J) = {ex E A: SUPP(/\) n J 1= 0}. (5.1)

This is the set of indices of linear functionals with support intersecting J.

THEOREM 5.1 Let J be an open subinterval of I. Suppose s is a solution of
(l.5) such that for some 0 > 0,

and all ex E A(J). (5.2)

Then there exists OJ E NL* such that

I Ls [P-l sgn(Ls) = OJ

Proof Given rp E C:_1(J), define

a.e. on J. (5.3)

g(x) = Oq;(x)jC II 4> IIL
p

m , X E J

= 0, otherwise,
(5.4)

where C is the constant in (1.3) which bounds the norms of all AEA. We
claim u = s + g E U. Indeed, A~U = I\S for all ex E A \A(J), while A~U ~

A~S + 0 ~ y~ and A"U:? A~S - 3 :? l", all ex E A(J). By Theorem 3.1,
fJ I Ls IP-l sgn(Ls) Lrp :? 0. Since u = s - g also belongs to U, we conclude
this integral is actually 0, and since rp was arbitrary in C:_1(J), Lemma 4.2
with M = L yields the result. I

The determination of the structure ofpLg-splines on intervals where active
constraints have support is more delicate. To identify the sets of linear
functionals for which a specific spline s involves active constraints corre­
sponding to linear functionals with support on an interval J, we define

A(J, s) = {ex E A(J): y~ = A"S}

4(J, s) = {ex E A(J):y" = A"S}.

(5.5)

(5.6)



8 COPLEY AND SCHUMAKER

The set A(J, s) is the subset of those linear functionals with support on J
such that the upper constraint is active, while 4(I, s) is the subset where the
lower is active. Either or both can be empty. Our next theorem has several
applications involving linear functionals with active constraints.

THEOREM 5.2. Let I be an open subinterval of I. Suppose there exists
a positive 8 such that

and all ex E A(I)\(4(I, s) U A(I, s».
(5.7)

In addition, suppose that there exists a bounded linear differential operator
Q such that M = LQ is a linear differential operator as in (4.9) with

all ex E 4(I, s) U A(I, s) and all

where JL is the order of M. Then there exists ()J E N M * such that

I Ls Ip-1 sgn(Ls) = ()J a.e. on I. (5.8)

Proof For any T E C::'-l(I), let g(x) = 8Q T(X)/C II Q II . II T II for x E I
and g(x) = 0 otherwise. Then both s + g and s - g belong to U, and arguing
as in the proof of Theorem 5.1, the result follows. I

To illustrate how this theorem might be applied, we consider the following
specific corollary.

COROLLARY 5.3. Let I be an open subinterval of I. Suppose that
4(J, s) U A(I, s) = {A*}, where A* is afunctional of the form

A*f = {f(x) w(x) dx, W E cm(I), w(x) > 0 on I. (5.9)

Suppose that (5.7) holds. Then there exists afunction ()J E Lpm(J) with

I Ls Ip-1 sgn(Ls) = ()J a.e. on I (5.10)

and

L*{)J = Kw(x), xEI, (5.11)

where

K?;:; 0 !f '\*s < Y* and K~O if A*s > y*. (5.12)

Proof We take Q = (ilw) D in Theorem 5.2. For any T E Cmoo(J), it
is clear that A*QT = IJ T' = 0, so by the theorem, I Ls IP-1 sgn(Ls) = {)J
a.e. where ()j E N M *. Since Q* = -D(lfw), we find L*{)J = Kw. The
assertion about the sign of the constant K follows from Theorem 5.4 below. I



ON pLg-SPLINES 9

In addition to its use in the theorem above, the following result is also
useful if, for example, we are constraining a spline to lie between two functions
and we want to decide whether or not it can follow either the upper or lower
boundary.

THEOREM 5.4. Let J be an open subinterval of I, and suppose that s is
such that 8 = I Ls IP-I sgn(Ls) E Llm(J). Suppose (5.7) holds. Finally, suppose
that }f(J, s) = 0, and that for every (c, d) C J, there exists rp E C:_I(J)
with rp(x) > 0 on (c, d) and Aexrp ? 0 for all ex E 4(J, s). Then

L*8? 0 a.e. on J. (5.13)

If we assume instead that 4(J, s) = 0 and that there exists rp as above with
rp(x) < 0 on (c, d) and Aexrp ~ 0 all ex E }f(J, s), then

L*8 ~ 0 a.e. on J. (5.14)

Proof We consider the case where }f(J, s) = 0; the other case is similar.
Suppose that L*8 < 0 on a subset D of J with a(D) = p > 0, where a
stands for Lebesgue measure. We know (cf. Royden [23, p. 62]) that for each
o< E < p12, there exists 0 = U~ Ii, where Ii are disjoint open intervals
with a((O\D) U (D\O)) < E. Thus, a(O 11 D) > p/2 and a(OJ 11 D) < E,

where OJ is the complement of 0 in J. Let rp E Ccoo(O) with 0 < rp(x) < 1,
and let g be defined as in (5.4). By hypothesis, we can choose rp so that Aexrp ? 0
for all ex E 4(J, s). Then s + g E U, and by Theorem 3.1,

o ~ J L*8rp = J L*8rp + J L*8rp.
D OnD oJnD

But the first integral on the right is negative, and the second can be made
arbitrarily small if we take E sufficiently small. This contradiction implies
that L *8 < 0 on a subset of positive measure is impossible. I

Our last piecewise structural result concerns intervals near a and b where
there are no active constraints.

THEOREM 5.5. Let;s = infexEA * inf(supp Aex) and x = SUPexEA* sup(supp Aex)
where A* = 4(1, s) U }f(I, s). (Thus there are no active constraints involving
linear functionals with support to the left of:£ or to the right ofx.) Suppose that
for all E > 0, there exists «3(E) > 0 with

and Aexs -1" ? «3 for all ex E A([x + E, b]). (5.15)

Then
Ls = 0 a.e. on (x, b]. (5.16)
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.If(5.15) holds for all a: E A([a,;s - eD, then

Ls = 0 a.e. on [a, ;s). (5.17)

Proof Suppose Ls =1= 0 a.e. on (x, b]. Then, for all e sufficiently near
x with x < e < b, f~ I Ls IV > O. Choose u E NL with u(j)(e) = s(j)(e),
j = 0, 1,2,... , m - 1. Set

s = s,
= u,

a~x~e

e ~ x ~ b.

For each 0 < (3 < 1, let S = (3s + (1 - (3) s. We claim that for (3 sufficiently
small, SE U. Indeed, with e = (e - x)/2, we note that for all a: E A([a, x+ eD,
AaS = AaS. On the other hand, for a: E A([x + e, bD, we have

)la + D(e) ~ AaS ~ Ya - D(e).

But AaS = (1 - (3) AaS + (3Aas, and I AaS I ~ II Aa111I SII < ell s II. Thus, for
f3 sufficiently small, Sis indeed in U.

Now

II UII~ = II L((3s + (1 - (3) s)ll~ = rI Ls IV + rI L((3s + (1 - (3) s)I V

a c

= r I Ls IV + (1 - (3Y r I Ls IV < II Ls II~·
a c

Thus SE U is better than s, and this contradiction implies Ls = 0 a.e. on
[e, b]. As e was arbitrary, (5.16) follows. The proof of (5.17) is similar. I

6. SMOOTHNESS PROPERTIES

In this section we continue our program of developing tools which will
help us to delineate the structure ofpLg-splines. Using the results of Section 5,
we can often determine the form of s on open subintervals of I. Here, we
want to examine the manner in which two component pieces of s defined on
adjoining subintervals of I tie together at the common endpoint. Such a
join point is called a knot of the spline. Generally, it is difficult to identify
which points of I will be knots. We shall see, however, that for several classes
of linear functionals, knot points can be singled out, and moreover, the
behavior of the spline there can be described (usually in terms of the jump in
s or .of certain linear combinations of s and its derivatives).

In order to state these jump conditions, we need to introduce the linear
differential operators

m-i-l

L i = I ai+i+lDi,
i~O

i= -1,0, ... ,m-1 (6. I)
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and their formal adjoints

m-i-l

L;* = L: (-l)j Dj[ai+i+l]'
j~O

11

(6.2)

The operators Lo*,... , L;:'_l are called the partial adjoints of L. L itself corre­
sponds to L_1 in this notation. Finally, we define

jump [<plz = <p(z+) - <p(z-),

= -<p(b-),

= <p(a+),

a < z < b,

z = b,

z = a.

(6.3)

Our first smoothness theorem concerns the case where there are linear
functionals with support at a point g, while the other linear functionals in
11 with support in a neighborhood of g are inactive. In this case g is always
a knot, and the behavior of s at g is described in the following theorem.

THEOREM 6.1. Let s be a solution of (1.5), and suppose that for some
a :(; g :(; b, the set 11 defining U includes the EHB-functionals

i = 0, 1, ... , I(g) - I, (6.4)

for some I :(; m. Suppose that for some E > °and () > 0, all of the other linear
functionals '\" E 11 with supp('\,,) n (g - E, g+ E) =Ie 0 satisfy

and (6.5)

Suppose the set in (6.4) is linearly independent, or what is equivalent, that the
matrix y = (Yij)~:~:T~Ol is offull rank I. Let y be any nonsingular augmentation
ofy, and let 7] be the inverse of jiT. Define

m-I

Q(U) = L: 7]ijL/,
j~O

i=O,I, ... ,m-l, (6.6)

where the L j * are the partial adjoints in (6.2), and set

i = 0, 1, ... , m - 1. (6.7)

Then

Moreover, for i = 0, 1,...,1- 1,

jump[R(~.;)Sl~ :(; °
jump[R(u)s]~ ;;::, °

i = I, ... , m - I.

if '\(~.i)S > 'y(~.i) ,

if '\(~.;)S < y(U) .

(6.8)

(6.9)

(6.10)
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(6.11 )

Proof Since this proof follows closely similar ones in less general cases
(cf. [14, 16, 17]), we shall be brief. Suppose a < g < b, and that j is fixed
with 0 ~ j ~ m - 1. Let P be a polynomial of degree m - 1 such that

where

m-l

~('.i)P = L YivP<V)(g) = oiA,
v~o

(6.12)

di = Yl'.i) - A('.i)S,

= )'(<,i) - A('.i)S,

= 1,

if Y(,.i) > A('.i)S,

otherwise, i = 0, 1,... , I - 1,

i = I, ... , m - 1.

(6.13)

Given lj; E C;;_l(J), with 0 :S; lj; :S; 1 and lj;(x) == 1 on (g - (E/2), g -:- (E/2»,
let ep = lj; . P. By Leibnitz's rule, we also note that ~(,.i)ep = OUdi'
i = 0, 1,... , m - I. Then, with g defined as in (5.4), it is clear that S + g E U.
From Theorem 3.1 we conclude that

f b f'+<o ~ BLg = BLg,
a g-€

where B = I Ls Ip-l sgn(Ls). Integrating by parts, using Theorem 5.1, and
taking account of the relation between the L*'s and R's (cf. [17]), we obtain

m-I

= I ~(<,i)fjJ jump[R(,,;)S], = dj jump[R(,.j)S]f·
i~O

If 0 ~ j :S; I - 1, this implies (6.9)-(6.10). The condition (6. II) follows
by combining these two. Now if I :S;j :« m - 1, then we notice that s + g E U
if we replace dj = I by d) = ~ 1, and we conclude as above that
o = ddump[R(<.J)s]" and thus that 0 = jump[R(f.M]" which is (6.8).
When s = a or g = b, the proof is similar. I

The minus sign introduced in the definition of the R operators in (6.7)
has been introduced so that R agrees with operators previously used in the
literature; e.g., see [17].

As would be expected, identifying a point gas a knot when there are active
linear functionals with support in a neighborhood of g(and finding the corre­
sponding behavior of s there) is considerably more difficult, in general, than



ON pLg-SPLINES 13

the cases considered above. We can, however, obtain some results for several
cases of interest.

THEOREM 6.2. Let a < ~ < b, and suppose A contains a set of linear
functionals of the form (6.4) with support at ~ (we allow leD = 0) as well as
two linear functionals of the form

a < gl < g < g2 < b (6.14)

with WI and W2 positive functions in cm(~1 , ~) and cm(~, ~2)' respectively.
Suppose for some E > °and O(E) > 0, all of the other linear functionals

A E A with SUpp(A) n (~ - 2E, ~ + 2E) =1= 0 satisfy (6.5). Then the assertions
(6.8)-(6.11) of Theorem 6.1 hold. The same result holds ifA contains just one
of the Al , A2 , but not the other.

Proof The proof is similar to the proof of Theorem 6.1. For example,
to prove (6.8), let rpl E C:_I(~ - E, ~ + E) be constructed exactly as in the
proof of Theorem 6.1. Let rp2 E C:_l(~ - 2E, ~ - E) and rp3 E C:_I(~ + E,
~ + 2E) be such that

Now define

and

rp(x) = rpl(X),

= rp2(X) ,

= rp3(X) ,

= 0,

X E (~ - E, ~ + E) n I,

x E (~ - 2E, g- E) n I,

x E (~ + E, ~ + 2E) n I,

otherwise.

With g defined as in (5.4), we check easilily that s ± g both belong to U, and
that A(<,1) g = 1. Using Theorem 3.1 and integration by parts just as in the
proof of Theorem 6.1, we obtain (with () = I Ls [V-I sgn(Ls))

J
b J<+€°= ()Lg = L *()g + jump [R(<,1)s ]f .

a ~-e

The result would follow if we did not have the extra integral. We may get
rid of it as follows. Let Ev be a sequence converging to 0, and for each v,
let gv be constructed as above. Then, since L*() = KIWI on (~ - E,~) and
K2w2 on (~, ~ + E), as v -+ 00 the integral approaches 0. The condition (6.8)
follows. The proofs of the other assertions follow in the same way. If ~

is one of the endpoints a or bandA contains an integral type linear functional
on one side of it, a similar analysis is valid. I
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Our next result concerns another case where certain linear functionals
are active in every neighborhood of f

THEOREM 6.3. Let a ~ g ~ b, and suppose Ii contains a set of linear
functionals of the form (6.4) with ()upport at g, where the first of these is point
evaluation, A(~.O) = e~. Suppose that, in addition, Ii contains the linear
functional A(t.o) = et for all t E J = (g - E, g + E) n I. Suppose that for
some 8 > 0, all other linear functionals in Ii with support intersecting J
satisfy (6.5), and that Y(t,o) - )'(1,0) :? 8 for all t E J. Let s be a solution of
(1.5), and suppose that () = I Ls [P-l sgn(Ls) is such that L*() is integrable
on J. Then the smoothness conditions (6.8)-(6.11) hold.

Proof The proof is similar to that of Theorem 6.1. Let do ,... , dm - 1

be as defined in (6.13), and let 0 ~ 7Ji ~ 1, i = 0, 1,... , m - 1 be prescribed.
Let P be a polynomial of degree m - 1 such that

i = 0, 1,... , m - 1.

For each positive integer n, let rfn E C:_1(g - E/n, g+ E!n) be such that
o~ rfn ~ 1 and rfn(x) == 1 on (g - E/2n, g+ E/2n). Then as before,
CPn = rfnP satisfies X(~.i)CPn = TJidi' i = 0, 1, ... , m - 1. Moreover, since P
is continuous, if TJo =1= 0 and n is sufficiently large, then doP(x) > 0 for all
x E (g - E/n, g+ E/n). Integrating by parts as before leads to

Since L *() is integrable, as n -+ 00 the integrals vanish, and we conclude that

m·-l

o ~ I TJidi jump[R(U)]~ .
i~O

Now, choosing 7Jo = I and the remaining 7J's to be zero, we obtain (6.9)­
(6.10) for j = O. Fixing I ~ j ~ m - 1, we may next take all the TJ'S equal
to 0 except for 7Jo and 7Jj . By making the ratio 7JO/'YJi arbitrarily close to 0,
(6.9)-(6.10) follows for generalj. Finally, we observe that for I ~ j ~ m - 1,
we may switch 'YJj to a negative number, which implies (6.8). I

We note that it was necessary in Theorem 6.3 to assume the integrability
of L*(I Ls [P-l sgn(Ls» near g, as it does not follow from any piecewise
structural properties. In the special case where we are restricting a spline
by forcing it to lie between two given curves, the smoothness conditions
(6.8)-(6.11) can be useful in deciding when the spline can get on or off
one of the boundary curves, and are thus useful in helping locate possible
knots.
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We should also remark that the assumption Y(t.i) - ;Y(t.i) ~ 0 > 0 is
critical to the proof of Theorem 6.3. If this condition is not assumed, it
becomes highly problematical to choose Cf'n such that s + gn remains in U.
Moreover, if the upper and lower constraints are allowed to become
arbitrarily close (or touch), this often induces implied constraints. To illustrate
this, suppose that s(t) is required to lie between the functions y(t) = t 2

and ;y(t) = 0 for t in a neighborhood of O. Then at 0 the function s would
have to satisfy s(O) = s'(O) = O. If the upper constraint were defined by
ji(t) = t4, the s"(O) = S(3l(0) = 0 would also be automatically forced. The
following lemma illustrates this more vividly.

LEMMA 6.4. Let tv be an increasing sequence converging to g EO: I. Suppose
that g EO: Lpm[to , g] is such that g(tv) = 0 for all v. Then

Dig(t ) = 0(om-i-1+lIQ)N(v) v , j = 1,2,... , m ~ 1, (6.15)

where 1jp + 1jq = 1, and N(v) and Ov are such that

In particular, Dig(g) = 0, j = 0, 1,... , m - 1 is forced.

Proof See the proof of Theorem 5.1 in Golomb [14]. I

7. STRUCTURAL CHARACTERIZATION OF pLg-SPLINES

The quasi-orthogonality condition of Theorem 3.1 is a necessary and suffi­
cient condition for a function s to be a solution of problem (1.5); that is,
it completely characterizes pLg-splines. In Sections 5 and 6 we have used
this condition to obtain specific structural results for pLg-sp1ines. In this
section we show that in many cases we can identify a sufficient amount of
structural information to characterize the spline.

We begin with the case where the support of the set of linear functionals A
defining U as in (1.4) is a finite set of isolated points. The following theorem
recovers a result of Jerome [16].

THEOREM 7.1. Let a = Xo ~ Xl < ... < Xk ~ Xk+l = b, and suppose

1
m-1 1k /(x)-l

A = A(Xi.i) = L Yiv(Xi) e~~. '. '
v~o '=1 J~O

Suppose for each i = 1,2,... , k that the matrix (YiJ is offull rank l(xi) (i.e.,
the EHB-linear functionals associated with each Xi are linearly independent).
Let Y(xi.i) ~ Y(xi.i) , j = 0, 1,... , l(xi) - 1, i = 1,2,... , k be prescribed real
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numbers, and let U be defined by (1.4). If s is a pLg-spline interpolating U,
then it must satisfy the following conditions:

For eachj = 1,2,... , k - 1, there exists OJ E NL* such that

I Ls Ip-l sgn(Ls) = OJ a.e. on (Xj , Xi+l);

Ls = ° a.e. on (a, Xl) and on (Xk , b);

and

jump[R(Xi,j)S]Xi = 0,

jump[R(Xi,j)S]Xi :(; °
j = l(x;), ... , m - 1, i = 1,2,... , k;

If A(Xi.j)S > Y(Xi,j) ;

(7.1)

(7.2)

(7.3)

(7.4)

(7.5)

for j = 0, 1,... , l(xi) - 1 and i = 1,2,... , k. Conversely, if s E U satisfies
conditions (7.1)-(7.5), then it is a pLg-spline interpolating U; i.e., (j solution
of (l.5). In particular, if U is such that there is a unique pLg-spline inter­
polating it, then the spline is completely characterized by the properties (7.1)­
(7.5) as an element of U.

Proof The necessity of (7.1) was proved in Theorem 5.1, while the
necessity of (7.2) was the content of Theorem 5.5. The smoothness assertions
(7.3)-(7.5) are contained in Theorem 6.1.

We turn now to the converse. Suppose s E U satisfies (7.1)-(7.5). To prove
s solves (1.5), it suffices by Theorem 3.1 to verify (3.1). To this end, let u E U,
and set g = u - s. Then, with 0 = I Ls Ip-I sgn(Ls), integration by parts
and the use of (7.2) leads to

b Xk k-l Xi+lf OLg = f OLg = L f OLg
a Xl i=l Xi

k-l XH1 k m-l

L f gL*0 -L L g(j)(X;) jump[L;*O]Xi
t=l Xi t=l 1=0

The integrals vanish in view of (7.1). With X's as in (6.12), the sum is equal
to (cf. the proof of Theorem 6.1)

k m-l

L L X(Xi,j)g jump[R(Xi,j)S]Xi'
i=l i=O

For each i = 1,2,... , k, the terms in this sum with lex;) :(; j ~ m - 1
are °by (7.3). For °:(; j :(; lex;) - 1, jump[R(x,j)s]x. and X(x,j) g have the
same signs by (7.4)-(7,5); (note that the Xj and ~j are' the sam~ for these j).
We conclude that f: LgO ~ 0, which is (3.1). By Theorem 3.1, s is a pLg­
spline interpolating U. I
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Our next two characterization theorems are concerned with constraint
sets which include linear functionals with support over intervals. The first
theorem deals with a constraint on the spline to lie between two prescribed
functions throughout I, coupled with some EHB constraints at a finite
number of isolated points.

THEOREM 7.2. Let a = Xo :S;; Xl < ... < Xic :S;; XIc+1 = b, and suppose A
contains the linear functionals "-(1.0) = et , all a :S;; t :S;; b, as well as EHB­
functionals

'UI--I

"-(Xi,j) = L Yjv(Xi) e;~),
1'=0

j = 1,2" .. , l(Xi) - I and i = 1,2,... , k.

Suppose }'Ix"j) :S;; ji(xi,i) are prescribed real numbers for j = I, 2, .. " l(x,.) - I
and i = 1,2,... , k and that }'(t,o) < ji(t,o) are prescribed functions in L;,m[J].
We assume the matrices (Yiv(Xi));~&;-~~/ are offull rank. Suppose s is a pLg­
spline interpolating U, i,e" a solution of(1.5). We write 8 = I Ls jP-l sgn(Ls).
Then, there exists a finite set of points ..1 = {a = Xo < Xl < ... < xn <
xn +1 = b} which includes the points {Xi}~+l and all points where s gets on or
off the boundary. Moreover, if we set

E = {O, I, .. " n),
E = {i E E: s(t) = ji(t.o) , t E (Xi' Xi+l)},
.{}; = {i E E: s(t) = }'<t,o) , t E (Xi' X;+1)},

Eo = E\(E u .{};),

then s must also satisfy the following conditions:

There exist 8i in N L* such that

Ls iP - l sgn(Ls) = 8; a.e. on (Xi, .ii+1)' i E Eo;

L *() :S;;O a,e. on (i\ , Xi +1), i E E;

L *() ;?O a.e, on (.i; , Xi +1), i E .{};;

(7.6)

(7.7)

(7,8)

(7,9)

jump[R(xi.i)slri = 0,

jump[R(Xi.i)slxi ~ 0

jump[R(x;.i)S]Xi ;? 0

jump[R<t,o)s]t ~ 0

jump[Ru,o)s]t ;? 0

Ls' = 0 j(a, Xl) if 0 E Eo ;
a,e, on( - b) 'f' E .X n , I n Eo,

j = l(xi ), .. " m - I, and i = I, 2, ... , k;

if "-(Xi.i)S > Y(xi.i)

if "-(xi.i)S < ji(Xi.i), j = 0, I" .. , l(x,.) - I,

and i = 1,2,... , k;

if s(t) = ji<t,o), t E ..1;

if s(t) = }'u.o), t E ..1,

(7,10)

(7,11)

(7,12)

(7.13)

(7.14)

(7,15)
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Conversely, if s E U is a function such that for some points {Xi}~+\ including
the points {Xi}~+\ conditions (7.7)-(7.15) are satisfied, then s is a pLg-spline
interpolating U.

Proof First we observe that a function s E U cannot jump between
Y(t,o) and 'y(t.o) more than a finite number of times. Indeed, since s E Lpm[I]
implies it is of bounded variation while Y and'y are bounded apart by 8 > 0,
the assertion follows. The necessity of conditions (7.7), (7.8)-(7.9), and
(7.10) follows from Theorems 5.1, 5.4, and 5.5, respectively. The smoothness
conditions (7.1 1)-(7.15) follow from Theorem 6.3. (Conditions (7.14) and
(7.15) are singled out because of the importance of the constraint on s.)

To prove the converse, we check (3.1). Suppose u E U, and set g = u - s.
We now have

b n Xi+l n mJ 8Lg = 2: L gL *8 - ,2: ,2: g(j)(xi) jump[L/8lx, .
a 2=0 Xi 2=0 )=0

Each of the integrals in the first sum is nonnegative, since, e.g., if g(x) > 0
and 8 oF 0 on some subinterval (Xi, Xi+l), then 1'1",,0) = sex) < u(x) ~ Y(""o)

on this interval, and by (7.9), L *8 ;;;, O. The fact that the terms in the double
sum are all nonpositive follows just as in the proof of Theorem 7. I. I

To illustrate once more how the tools of Sections 5 and 6 can be used to
characterize pLg-spIines with linear functionals with support over subinter­
vals, we consider the case where integral functionaIs are involved.

THEOREM 7.3. Let a ~ ~l < Xl ~ ~2 < X2 ~ ••• ~ Xl; ~ b. Suppose
Wi E cm[~i ,Xi] are positive functions on (~i' Xi), i = 1,2,... , k. Let
A = {Ai : /ld = S:: Wi(X)f(X) dx, i = I, ... , k}, and suppose U is defined
as in (1.4) with prescribed 'yi < Yi' i = 1, 2, ... , k. Then any pLg-spline s
interpolating U must satisfy the following conditions:

There exist functions 8i E NL* , i = 1,2,... , k - 1 with

I Ls IP-l sgn(Ls) = 8i a.e. on (Xi , ~i+l); (7.16)

There exists afunction 8 with 8 = I Ls IP-l sgn(Ls)
a.e. such that L *8 = KiWi on (Xi' Xi), with (7.17)

K i ;;;, 0
Ki ~ 0

if /liS < Yi'
if /liS>)ii'

i = 1,2,... , k;

Ls = 0 a.e. on (a, ~l) and on (Xl; , b); (7.18)

j = 0, 1,... , m - 1, i = 1,2,... , k.
(7.19)
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Conversely, if S E U satisfies all of the conditions (7.16)-(7.19), then it is
a pLg-spline interpolating U.

Proof The necessity of (7.16), (7.17), and (7.18) follow from Theorem 5.1,
Corollary 5.3, and Theorem 5.5, respectively. The smoothness assertion
(7.19) is a consequence of Theorem 6.2 with the choice 1(:Si) = l(xi) = 0,
i = 1,2,... , k.

We prove the converse by checking that for any U E U, (3.1) holds. Let
g = U - s. Then, using (7.16) and (7.18), just as in the proof of Theorems 7.1
and 7.2, we obtain

b k x·I 8Lg = I J ' gL*8
n ~=1 ~i

k m-l

- I I (g(j)(Xi) jump[L j *8]Xi + g(j)(:Si) jump[Lt*81~)·
i~l i~O

In view of (7.19), all of the terms in the double sum vanish. Moreover,

x· x·J'gL*8 = Ki J'Wi(X) g(x) dx = Ki\g.
~i ;ri

But by (7.17), Ki and Ai g have the same sign, and (3.1) follows. I

8. EXTENSION PROBLEMS

The problem of extending a function defined on a subset B of an interval
I to the entire interval is of considerable imprtance in analysis. Of special
interest are those extensions which are smooth, for example in some Lvm[I]
space. Among the smooth extensions, one may ask for an optimal one in
some sense. Golomb (14] has extensively studied the problem of optimal
extensions in the sense that their mth derivative in the Lv-norm should be
minimal. In this section we extend his work to optimal extensions with Dm
replaced by an mth-order differential operator. The optimal extensions will
be certain pLg-splines.

We begin with a precise definition of our extension problem. Let Bel,
and suppose for each x E B that lex) is a positive integer with lex) ~ m.
Associate with each point x E B a set of real numbers y(x.o) , ... , Y(x,l(x)-!),

and define the set

U = {IE Lvm[I]:f(j)(x) = Y(x,;) ,j = 0, 1,... , lex) - 1, all x E B}. (8.1)

IfFis some function defined on BwithF(j)(x) = Y(x,i) ,j=O, l, ... ,l(x) - 1,
all x E B, then any function fEU can be considered as an extension of F
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to all of I. To define an optimal extension, let L be a linear mth-order
differential operator as in (1.2). Then we say s E U is an optimal extension
of F with respect to L provided it is a solution of (1.5), i.e., if s is a pLg-spline
interpolating U.

The question of when a function F has an extension in Lpm[I] is equivalent
to the question of when the U in (8.1) is nonempty. We do not attempt to
answer this important question here. On the other hand, given that some
extension exists, then by Theorem 2.1 (hypothesis (2.2) will be satisfied),
we do know that there always exists an optimal extension. Thus, it is of
interest to characterize pLg-splines interpolating U as in (8.1).

Before stating the main characterization result of this section, we need
some further notation. We denote the derived set (set of cluster points)
of B by B'. Then we define the essential closure of B to be the set

Be = B' U {x E B: I(x) = m}. (8.2)

It is not hard to verify directly that Be is a closed set.
To explain the terminology and usefulness of Be , we note that (a, b)\Be

being an open set of real numbers, it can be written as a countable union of
open intervals, say (a, b)\Be = U:1 Ji with Ji = (gi , 1)i)' The endpoints
of each of these intervals must either belong to Be or be one of the points
a or b. It follows that with the possible exception of a and b, each of the
points gi and 1)i is a point where the values of f, ... ,f<m-1) are all forced.
(Indeed, either I is already m there, or the point belongs to B' and constraints
on f, ... ,pm-1) are implied-see Lemma 6.4.) We call the set LIe = {gi}'1 U

hi};" the set of essential knots associated with U. If x is an essential knot
and 0 ~.i ~ m - I, then all the functions fEU have a common value
of f(j)(x). We denote this value by Y(x.j) •

The following theorem is a complete characterization of optimal extensions.

THEOREM 8.1. Given Band U defined as in (8.1), let ~ = inf Be and
x = sup Be. Then any pLg-spline interpolating U must satisfy the following
conditions:

there exists a function 8 with 8 = I Ls 1" -1 sgn(Ls) a.e. such that

L *8 = for all x E (a, b)\Be ; (8.3)

Ls = 0 a.e. on (a, ~) and (x, b); (8.4)

jump[Lj *8Jx = 0, .i = I(x), ... , m - I and all x E B\Be ; (8.5)

s(j)(x) = y(X,j) , .i = 0, I, ... , m - I, all x E LIe, where LIe is the set of
of essential knots defined above. (8.6)

Conversely, suppose L has constant coefficients. Then, if s E U satisfies (8.3)­
(8.6), it is a pLg-spline interpolating U.
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Proof Condition (8.6) is just the statement that s is completely specified
at the essential knots, up to its (m - l)st derivative. The set of essential
knots partitions the interval I into sets on which s is completely determined
by the interpolation conditions, and subintervals Ji = (gi , "Ii) where s
must be the solution of the minimization problem:

where

minimize II Lu ilL [J] ,
UEUi P t

(8.7)

Ui = {IE Lp"'[Ji]:j(j)(x) = Y(x,j) ,j = 0, 1,... , lex) - 1,

and all x E (B n Ji) u {gi} u hi}}' (8.8)

(Here l(gi) = 1(7Ji) = m, all i.) This, the characterization problem is reduced
to solving the spline interpolation problems on each Ji . If Ji contains only
a finite number of distinct points in B, then Theorem 6.1 serves to charac­
terize s on Ji . It remains to consider the case where Ji contains an infinite
set of distinct points from B (which then must have a cluster point at either
gi or "I',.)' This is handled in the following theorem. I

The following theorem charactizes pLg-splines which interpolate Hermite­
Birkhoff data on a sequence of points converging to b.

THEOREM 8.2. Let a < Xl < X2 < ... < Xv < ... < b be a sequence
converging (monotonely) to b. Let 0 = Vi,O < ... < VU(X')-l ~ m - 1 for
i = 1,2,.... Let

U = {IE Lp"'[I]:j(Vij)(Xi) = Y(Xi,j),

j = 0, 1, ... , l(xi) - 1 and all i = 1, 2, ...}, (8.9)

where Y(x.,j) are prescribed real numbers. Then any pLg-spline s interpolating
U must s~tisfY the following conditions:

For some 8 with 8 = I Ls \P-l sgn(Ls)
for all X E [a, b]\{Xi}i" ;

Ls = 0 a.e. on (a, Xl);

a.e., L*8 = 0
(8.10)

(8.11 )

jump[L/8]Xi = 0, .i E {O, 1,... , m - I}\{vi,o , ... , Vi,lCri)-l},

all i = 1,2,... ; (8.12)

s(j)(b) = Y(b,j) , .i = 0, 1,... , m - I, where

Y(b,j) is the common value of all j(j)(b),fE U. (8.13)

Conversely, is L has constant coefficients and s E U satisfies (8.10)-(8.13),
then it is a pLg-spline interpolating U.
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Proof The necessity of (8.10)-(8.12) follows from the results in Sections
5 and 6 in the usual way. Condition (8.13) follows from the implied constraints
forced at b (cf. Lemma 6.4).

To prove the converse, we show (3.1) holds for any u E U. Let g = Ii - s;
then since sand g are in Lpm[I], it follows that Lg E LAI]. Since () E Lq[I],
we conclude that ()Lg is integrable, and so

b XN(v)

f ()Lg = lim f 8Lg
a j./-HXJ a

for any sequence N(v) converging to 00. Integrating by parts and using the
properties (8.10)-(8.12), we obtain

b m-l

fa ()Lg = - t~ j~ L/8(xN(v») - g(j)(xN(v»).

Now, with N(v) and Sv as in Lemma 6.4, we recall that

g(j)(x ) = o(sm-i-lH/q)N(v) v ,

It is proved below in Lemma 8.3 that

L.*8(x ) = o(s-(m-i-l+l/q))
J N(v) v ,

j = 0, 1,... , m - 1.

j = 0, 1,... , m - 1.

Combining these facts, we conclude that S: ()Lg = 0(1) --+ °as v --+ co.
We have established (3.1), and therefore that s is a pLg-spline inter­
polating U. I

The following technical lemma is required in the proof of Theorem 8.2
above. It is a direct analog of Lemma 5.1 of Golomb [14].

LEMMA 8.3. Let a ~ Xl < x 2 < ... < Xv < ... < b be a sequence
converging (monotonely) to b. Suppose that 8v E NL* on (xv, XvH) for all v
(where L* has constant coefficients), and that the function edefined on [a, b]
by 8 = ()v on (xv, x vH) belongs to Lq[a, b]. Then for j = 0, 1, ... , m - 1,

(8.14)

Thus, in particular,

(8.15)

for j = 0, 1,... , m - 1.
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Proof Let {Ui};" be a basis for N L * on [0, 1]. Since L (and thus also L *)
has constant coefficients, a basis for NL* on any other interval is given by
translation. Thus, we may write

m m

8ix) = L GviUi«X - XJ/EJ = L GviUi(Y)
i~l i~l

with Y = (x - Xv)/Ev , Ev = (xv+! - xv). If M = (L::lll uj j
) Ilfoo[O,lj)l{P, we

obtain

where Gv is the vector (avi ,... , Gvm) and II . Ilq is the usual lq-norm. The
inequalities (8.14) follow if we show that II Gv Ilq = O(E;I{q). To do this,
consider the linear mapping T: NL*[O, 1] -+lq(lRm) defined by T(L:~ (XiUi) =
«(Xl ,... , (Xm). Since NL* and IRm are m-dimensionallinear spaces, Tis bounded;
i.e., for some K,

But II ()v IlL [x x j = 0(1), and (8.14) is established.
(l v· f.+l

The inequalities (8.15) follow from (8.14) if we take account of the fact
that L/ = L::~i-l (-1) Diai+i+! (cf. (6.2)). I

9. EXAMPLES

It is instructive to consider some examples illustrating the characterization
theorems given above. We shall concentrate on Theorems 7.3 and 8.1 since
examples illustrating the others can be found in the literature. (For an example
with a finite number of EHB-linear functionals as in Theorem 7.1, see [16].
Examples where the spline is forced to lie between two prescribed functions
as in Theorem 7.2 can be found in [5,21], at least for p = 2.)

EXAMPLE 9.1. Find min f~ [f'(X)]2 dx over U ={fELl[0,5]:f~f(x) dx = 1
and f:f(x) dx = 2}.

Analysis and solution. Theorem 7.3 is applicable. First, (7.16) implies
that a solution s must be linear on (2, 3), while (7.17) implies L *Ls = -s"
must be constant (so s must be quadratic) on (1, 2) and (3, 4). Condition (7.18)
implies s must be constant on the end intervals (0, 1) and (4, 5). To be in U,
s must belong to C[O, 5], but moreover, by (7.19) we must also have Lo*s = s'
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continuous at the knots 1, 2, 3,4, so that in fact s E C1 [0, 5]. This information
suffices to construct s:

s(x) = 1J!0,

= 1J!.0 + 3(x - 1)2/10,
= 3x/5,
= H - 3(x - 4)2/10,
- ~.l
- 10'

o~ x ~ 1,
1 ~ x ~ 2,
2 ~ x ~ 3,
3 ~ x ~ 4,
4 ~ x ~ 5.

(9.1)

Since this function satisfies (7.16)-(7.19) and lies in U, it is a solution. Using
Theorem 2.2, we easily check it is unique. I

EXAMPLE 9.2. Find min f~ [j'(X)]2 dx over U = {f E Ll[O, 3]: 0 ~
f~f(x) dx ~ 2, 3 ~ f~f(x) dx ~ 4, and 0 ~ f:f(x) dx ~ 1}.

Analysis and solution. Theorem 7.3 applies. We deduce that a solution s
must be piecewise quadratic, and s E C1[0, 3]. We also conclude from (7.19)
thatjump[Lo*s'] = jump[s'] = 0 at the end points 0 and 3. This information
permits the construction of (the unique solution):

s(x) = 6x2/5 + i,
= -3x2 + 42x/5 - .ls'!,
= 9x2/5 - 54x/5 -+- ~s'!,

o ~ x ~ I,
I ~ x ~ 2,
2 ~ x ~ 3.

(9.2)

The solution of Example 9.2 is a kind of histospline (cf. [2, 3,25]). The
minimization problem could have been solved by converting it to one
involving point evaluation functionals (cf. [3]). This is not the case, however,
with the problem in Example 9.1.

We conclude with an example involving optimal extensions of functions.

EXAMPLE 9.3. Find min f~ [J"(X)]2 dx over U = {fE L22[0, 4]: f(t) =

t 2(t - 2)(t - 3) for t E (I, 2) u (3,4) u {t} u {!} and j'(t) = ~} .

. Analysis and solution. We use Theorem 8. I. The set Be = {t} u
[1,2] u [3,4] in this case, and the set of essential knots is Lie = a, 1,2, 3,4}
in this case. Here Tn = 2, L = D2 = L*, and Lo* = I, L1* = -D. We
conclude that s must be linear in (0, ~) and cubic on the intervals (t, 1),
(2, !), (!, 3). Globally, s E C1[0, 4], and the cubic pieces must join at !
with two continuous derivatives. This information permits the construction
of the unique solution:

s(x) = 3x/2 + 1\,
= H + 2(x - t)/2 -l- 19(x - W/4 - 7(x - W,
= x2(x - 2)(x - 3),
= -4(x - 2) - (x - 2)2/4 + 4(x - 2)3,
= 9(x - 3) + 59(x - 3)2/4 + 6(x - 3)3,
= x 2(x - 2)(x - 3),

O:S;;x:S;;i
t:S;;x:S;;1
1 :S;; x :S;; 2 (9.3)
2:S;;x:S;;~

!~x:S;;3

3 :S;; x :S;; 4.
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1. We have considered only the case 1 < P < 00 since for p in this
range, the space Lp[I] is uniformly convex. The cases of p = 1 and p = 00

have recently attracted considerable attention; e.g., see [4, 7-10].

2. The interval I was restricted to be a finite closed interval throughout
this paper. It is possible to consider pLg-splines defined on unbounded inter­
vals provided the space Lpm is properly defined (cf. Golomb [14] and
Smith [26]).

3. The tools developed here can also be used to characterize the struc­
ture of certain smoothing pLg-splines. To define these, let A be a finite
collection of linear functionals as in Section 1, and let {y~h be a set of given
data. With positive weights {Wah define

Gw.iu) = !I Lu li~ + I, H'~ I II~U - Ya 1 " .

o:EA

We call a function S E U a smoothing pLg-spline provided it satisfies

Gw,,(s) = inf Gwiu).
• UEU ,-

The structure of smoothing pLg-splines can then be read off from the fact
that they are completely characterized by the condition that

b

o ~ r I Ls 1»-1 sgn(Ls)(Lu - Ls)
'0

+ I, H'a I \s - Ya 11'-1 sgn(lIas - Ya) . (llaU - Y~)
(XEA

for all u E U. For some results with p = 2, see Nielson [22].

4. Lemmas 4.1 and 4.2 can be found in the literature on distributions.
The first part of Lemma 4.1 is a result on Radon measures (cf. Treves [29,
Theorem 21.3]). The last part is a theorem of Bremmerman [27, p. 16].
Lemma 4.2 can be derived from the fact that every distribution on I is of
finite order (cf. Halperin [28]). We are grateful to the referee for these
references. The proofs of these results are sufficiently short, however, that it
may be of some value to include them here, which we do in the following
two remarks.

5. Proof of Lemma 4.1. For the first part, suppose f(x) > 0 on a
set J C (e, d) of positive measure. Then IfI P- 1 Xi E Lq[e, d], where
lip + llq = 1. Since Cro(e, d) is dense in Lq[e, d], we can find a sequence
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rpv E eeo(e, d) of nonnegative functions converging to If Ip-l Xi in Lq • This
yields the contradiction

°< f jp(x) dx = rf(x) If(x)!P-l xJCx) dx = lim rf(x) rpv(x) dx = 0.
J c c

To prove the second statement, let D-;l be defined by D-;lj(X) = f: jet) dt,
and let D-;i = D-;lD-;i+l. Then, given if; E eeo(e, d), let rp = D-;mif;.
Clearly, 1 E e;;;_l(e, d), and by the hypothesis (4.7), since Dmrp = if;, it
follows f cfif; = °for all if; E eeo(e, d). By the first part of the lemma, f = °
a.e. on (e, d). The proof for C;;;_l(e, d) is similar.

Finally, we prove part 3 of the lemma. Assume (4.8) holds. We shall use
the shorthand (f, g) = f~ fg· Let PI E f!lJm be chosen so that (f - PI , Xi) = 0,
i = 0, 1'00" m - 1. In view of Lemma 4, it suffices to show that
(f - PI , if;) = °for all if; E eeo(e, d). Given if; E eeo(e, d), choose q,p E f!lJm
so that (if; - q,p, Xi) = 0, i = 0, 1'00" m - 1. Define

d (x - t)r;H
rp(x) = { (m _ 1)1 [if; - q,p](t) dt.

Then clearly rpW(e) = 0, j = 0, 1'00" m - 1. Moreover, since if; - q,p is
orthogonal to f!lJm , we also have rp(j)(d) = 0, j = 0, 1'00" m - 1. Thus,
rp E e;;;je, d). Using the orthogonality of both f - Pf and if; - q,p to f!lJm,
we have

6. Proof of Lemma 4.2. Let D-;j be the operators in the proof
of Lemma 4.1. Integrating (4.11) by parts, we obtain

r rp(fL) f (_I)"-i D~-"(bd) = 0,
C j~O

all rp E e:_1(e, d).

Lemma 4.1 asserts that the sum is equal to a polynomial of degree fL - 1
a.e. on (e, d). Thus if we modifyf on a set of measure 0, we obtain a function
Of such that

"L (-l)"-j D~-"(bjOf) = Pf E f!lJ"
j=O

for all x E I. Differentiating fL times, we obtain

"L (-lY Dj(biOf) = 0.
i=O

We conclude Of E N M *, and the lemma is proved.



ON pLg-SPLINES

REFERENCES

27

1. P. M. ANSELONE AND P. J. LAURENT, A general method for the construction of inter­
polating or smoothing spline functions, Numer. Math. 12 (1968), 66-82.

2. L. BONEVA, D. KENDALL, AND I. STEFANOV, Spline transformations, J. Royal Statist.
Soc. Ser. B 33 (1971), 1-70.

3. C. DE BOOR, Appendix to Splines and histograms" by I. J. Schoenberg, in "Spline
Functions and Approximation Theory" (A. Meir and A. Sharma, Eds.), ISNM Vol. 21,
pp. 329-358, Birkhauser, Basel, 1973.

4. C. DEBOOR, A remark concerning perfect splines, Bull. Amer. Math. Soc. 80 (1974),
723-727.

5. P. A. COPLEY, "Structure and Characterization ofpLg-Splines," Dissertation, Univers­
ity of Texas at Austin, 1974.

6. J. W. DANIEL AND L. L. SCHUMAKER, On the closedness of the linear image of a set,
with applications to generalized spline functions, Appl. Anal. 4 (1974), 191-205.

7. S. D. FISHER AND J. W. JEROME, The existence, characterization, and essential uniqueness
of L" minimization problems, Trans. Amer. Math. Soc. 187 (1974), 391-404.

8. S. D. FISHER AND J. W. JEROME, Perfect spline solutions to Loo extremal problems,
J. Approximation Theory 12 (1974), 78-90.

9. S. D. FISHER AND J. W. JEROME, Spline solutions to L 1 extremal problems in one and
several variables, J. Approximation Theory 13 (1975), 73-83.

10. S. D. FISHER AND J. W. JEROME, "Minimum Norm Extremals in Function Spaces,"
Lecture Notes in Mathematics 479, Springer-Verlag, Berlin, 1975.

11. I. N. GELFOND AND G. E. SHiLOV, "Generalized Functions," Academic Press, New
York, 1964.

12. J. R. GILES, Classes of semi-inner-product spaces, Trans. Amer. Math. Soc. 129 (1967),
436-446.

13. M. GOLOMB, "Splines, n-Widths, and Optimal Approximation," MRC Rep. 784,
Univ. of Wisconsin, 1967.

14. M. GOLOMB, H1n'P-extensions by Hm'P-splines, J. Approximation Theory 7(1972), 238-275.
15. M. GOLOMB AND J. W. JEROME, Linear ordinary differential equations with boundary

conditions on arbitrary point sets, Trans. Amer. Math. Soc. 153 (1971), 235-264.
16. J. W. JEROME, Linearization in certain nonconvex minimization problems and generaliz­

ed spline projections, in "Spline Functions and Approximation Theory," ISNM Vol.
21, pp. 119-166, Birkhiiuser-Verlag, Basel.

17. J. W. JEROME AND L. L. SCHUMAKER, On Lg-splines, J. Approximation Theory 2 (1969),
29-49.

18. J. W. JEROME AND L. L. SCHUMAKER, Characterization of functions with higher-order
derivatives in L p , Trans. Amer. Math. Soc. 143 (1969), 363-371.

19. J. W. JEROME AND L. L. SCHUMAKER, Characterizations of absolute continuity and
essential boundedness for higher-order derivatives, J. Math. Anal. Appl. 42 (1973),
452-465.

20. J. W. JEROME AND R. S. VARGA, Generalizations of spline functions and applications
to nonlinear boundary-value problems, and eigenvalue problems, in "Theory and
Applications of Spline Functions" (T. N. E. Greville, Ed.), pp. 103-155, Academic
Press, New York, 1969.

21. O. L. MANGASARIAN AND L. L. SCHUMAKER, Splines via optimal control, in Approxi­
mation with Special Emphasis on Spline Functions (I. J. Schoenberg, Ed.), pp. 119-156,
Academic Press, New York, 1969.

22. G. M. NIELSON, Multivariate smoothing and interpolating splines, SIAM J. Numer.
Anal. 11 (1974), 435-446.



28 COPLEY AND SCHUMAKER

23. H. ROYDEN, "Real Analysis," MacmiIlan, New York, 1963.
24. A. SARD, Integral representations of remainders, Duke Math. J. 15 (1948), 333-345.
25. I. J. SCHOENBERG, Splines and Histograms, in "Spline Functions and Approximation

Theory" (A. Meir and A. Sharma, Eds.), ISNM Vol. 21, pp. 277-327, Birkhiiuser,
Basel, 1973.

26. P. W. SMITH, W r
•
p splines, J. Approximation Theory 10 (1974), 337-357.

27. H. BREMERMANN, "Distributions, Complex Variables, and Fourier Transforms,"
Addison-Wesley, Reading, Mass., 1965.

28. I. HALPERIN, "Introduction to the Theory of Distributions," Univ. of Toronto Press,
Toronto, 1952.

29. F. TREVES, "Topological Vector Spaces, Distributions, and Kernels," Academic
Press, New York, 1967.


